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One way to think about vision: inverse optics

Laws of physics “generate” 2D images on 
our retinae from 3D scenes 
(forward optics / rendering) 

Starting point to think about visual 
perception: we want to infer the 3D scene 
from the 2D retinal images: 
inverse optics! 

But: Inverse optics is mathematically 
impossible.
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amount of light 
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Why do things look as they do? 
 
Kurt Koffka, Principles of Gestalt Psychology, 1935
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“At a functional level, visual object recognition is at the center of 
understanding how we think about what we see. Object identification is a 
primary end state of visual processing and a critical precursor to interacting 
with and reasoning about the world.” 

(Peissig & Tarr, 2007, p. 76)
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Current Opinion in Neurobiology

Vision is an ill-posed problem. (a) Any given object in the world can cast infinitely many different images onto the retina, depending on its position
relative to the viewer, lighting, and the presence of other objects. (b) Correspondingly, any given retinal image can theoretically correspond to infinitely
many different objects in the real world. Here, an optical illusion that relies on this effect is shown (courtesy of Kokichi Sugihara [36]). While the left
image looks like four upward-going ramps meeting in the center, this particular image corresponds to one of the many other possible real-world
objects that can cast approximately the same retinal image. The right image shows the same object from a different view, revealing that the ramps
actually all point downward. (c) Pixel-level image variation caused by variation in viewing parameters for single object is often larger than the pixel
differences between different objects. Here we show 3D-rendered images of the faces of two individuals undergoing a rotation through 208 in azimuth.
(d) If we look at pixel-wise difference images between the faces in the same pose but across individuals (blue) and between the same individual but in
different poses (red), we see that the pixel differences induced by differences in pose outstrip the pixel differences caused by differences in identity. (e)
Here we show the L2 (Euclidean) distance between each pair of images, plotted as a function of rotation angle. Pixel differences caused by pose
variations of 5–108 are already greater than the pixel differences between individuals.

Current Opinion in Neurobiology 2014, 25:187–193 www.sciencedirect.com

Cox (2014)
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Mounting evidence suggests that ‘core object recognition,’ the ability to rapidly recognize objects despite
substantial appearance variation, is solved in the brain via a cascade of reflexive, largely feedforward
computations that culminate in a powerful neuronal representation in the inferior temporal cortex. However,
the algorithm that produces this solution remains poorly understood. Here we review evidence ranging
from individual neurons and neuronal populations to behavior and computational models. We propose
that understanding this algorithm will require using neuronal and psychophysical data to sift through many
computational models, each based on building blocks of small, canonical subnetworks with a common
functional goal.

Introduction
Recognizing the words on this page, a coffee cup on your desk,
or the person who just entered the room all seem so easy. The
apparent ease of our visual recognition abilities belies the
computational magnitude of this feat: we effortlessly detect
and classify objects from among tens of thousands of possibili-
ties (Biederman, 1987) andwe do sowithin a fraction of a second
(Potter, 1976; Thorpe et al., 1996), despite the tremendous
variation in appearance that each object produces on our eyes
(reviewed by Logothetis and Sheinberg, 1996). From an evolu-
tionary perspective, our recognition abilities are not surprising—
our daily activities (e.g., finding food, social interaction, selecting
tools, reading, etc.), and thus our survival, depend on our accu-
rate and rapid extraction of object identity from the patterns of
photons on our retinae.
The fact that half of the nonhuman primate neocortex is

devoted to visual processing (Felleman and Van Essen, 1991)
speaks to the computational complexity of object recognition.
From this perspective, we have a remarkable opportunity—we
have access to a machine that produces a robust solution, and
we can investigate that machine to uncover its algorithms of
operation. These to-be-discovered algorithms will probably
extend beyond the domain of vision—not only to other biological
senses (e.g., touch, audition, olfaction), but also to the discovery
of meaning in high-dimensional artificial sensor data (e.g.,
cameras, biometric sensors, etc.). Uncovering these algorithms
requires expertise from psychophysics, cognitive neuroscience,
neuroanatomy, neurophysiology, computational neuroscience,
computer vision, and machine learning, and the traditional
boundaries between these fields are dissolving.

What Does It Mean to Say ‘‘We Want to Understand
Object Recognition’’?
Conceptually, we want to know how the visual system can take
each retinal image and report the identities or categories of one

or more objects that are present in that scene. Not everyone
agrees on what a sufficient answer to object recognition might
look like. One operational definition of ‘‘understanding’’ object
recognition is the ability to construct an artificial system that
performs as well as our own visual system (similar in spirit to
computer-science tests of intelligence advocated by Turing
(1950). In practice, such an operational definition requires
agreed-upon sets of images, tasks, and measures, and these
‘‘benchmark’’ decisions cannot be taken lightly (Pinto et al.,
2008a; see below). The computer vision and machine learning
communities might be content with a Turing definition of opera-
tional success, even if it looked nothing like the real brain, as it
would capture useful computational algorithms independent of
the hardware (or wetware) implementation. However, experi-
mental neuroscientists tend to be more interested in mapping
the spatial layout and connectivity of the relevant brain areas,
uncovering conceptual definitions that can guide experiments,
and reaching cellular and molecular targets that can be used
to predictably modify object perception. For example, by uncov-
ering the neuronal circuitry underlying object recognition, we
might ultimately repair that circuitry in brain disorders that impact
our perceptual systems (e.g., blindness, agnosias, etc.).
Nowadays, these motivations are synergistic—experimental

neuroscientists are providing new clues and constraints about
the algorithmic solution at work in the brain, and computational
neuroscientists seek to integrate these clues to produce hypoth-
eses (a.k.a. algorithms) that can be experimentally distinguished.
This synergy is leading to high-performing artificial vision
systems (Pinto et al., 2008a, 2009b; Serre et al., 2007b). We
expect this pace to accelerate, to fully explain human abilities,
to reveal ways for extending and generalizing beyond those abil-
ities, and to expose ways to repair broken neuronal circuits and
augment normal circuits.
Progress toward understanding object recognition is driven

by linking phenomena at different levels of abstraction.
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that this perspective is a crucial intermediate level of under-
standing for the core recognition problem, akin to studying aero-
dynamics, rather than feathers, to understand flight. Importantly,
this perspective suggests the immediate goal of determining
how well each visual area has untangled the neuronal represen-
tation, which can be quantified via a simple summation decoding
scheme (described above). It redirects emphasis toward deter-
mining the mechanisms that might contribute to untangling—
anddictateswhatmust be ‘‘explained’’ at the single-neuron level,
rather than creating ‘‘just so’’ stories based on the phenomenol-
ogies of heterogenous single neurons.

Figure 2. Untangling Object
Representations
(A) The response pattern of a population of visual
neurons (e.g., retinal ganglion cells) to each image
(three images shown) is a point in a very high-
dimensional space where each axis is the
response level of each neuron.
(B) All possible identity-preserving transforma-
tions of an object will form a low-dimensional
manifold of points in the population vector space,
i.e., a continuous surface (represented here, for
simplicity, as a one-dimensional trajectory; see
red and blue lines). Neuronal populations in early
visual areas (retinal ganglion cells, LGN, V1)
contain object identity manifolds that are highly
curved and tangled together (see red and blue
manifolds in left panel). The solution to the
recognition problem is conceptualized as a series
of successive re-representations along the ventral
stream (black arrow) to a new population repre-
sentation (IT) that allows easy separation of one
namable object’s manifold (e.g., a car; see red
manifold) from all other object identity manifolds
(of which the blue manifold is just one example).
Geometrically, this amounts to remapping the
visual images so that the resulting object mani-
folds can be separated by a simple weighted
summation rule (i.e., a hyperplane, see black
dashed line; see DiCarlo and Cox, 2007).
(C) The vast majority of naturally experienced
images are not accompanied with labels (e.g.,
‘‘car,’’ ‘‘plane’’), and are thus shown as black
points. However, images arising from the same
source (e.g., edge, object) tend to be nearby in
time (gray arrows). Recent evidence shows that
the ventral stream uses that implicit temporal
contiguity instruction to build IT neuronal toler-
ance, and we speculate that this is due to an
unsupervised learning strategy termed cortical
local subspace untangling (see text). Note that,
under this hypothetical strategy, ‘‘shape coding’’
is not the explicit goal—instead, ‘‘shape’’ infor-
mation emerges as the residual natural image
variation that is not specified by naturally occurring
temporal contiguity cues.

2. What Do We Know about the
Brain’s ‘‘Object’’ Representation?
The Ventral Visual Stream Houses
Critical Circuitry for Core Object
Recognition
Decades of evidence argue that
the primate ventral visual processing
stream—a set of cortical areas arranged
along the occipital and temporal lobes

(Figure 3A)—houses key circuits that underlie object recognition
behavior (for reviews, see Gross, 1994; Miyashita, 1993; Orban,
2008; Rolls, 2000). Object recognition is not the only ventral
stream function, and we refer the reader to others (Kravitz
et al., 2010; Logothetis and Sheinberg, 1996; Maunsell and
Treue, 2006; Tsao and Livingstone, 2008) for a broader discus-
sion. Whereas lesions in the posterior ventral stream produce
complete blindness in part of the visual field (reviewed by Stoerig
and Cowey, 1997), lesions or inactivation of anterior regions,
especially the inferior temporal cortex (IT), can produce selective
deficits in the ability to distinguish among complex objects

418 Neuron 73, February 9, 2012 ª2012 Elsevier Inc.
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Fundamentals of Neural Networks

Interest in shallow, 2-layer artificial neural networks (ANN)—so-called 
perceptrons—began in the late 1950s and early 60s (Frank Rosenblatt), 
based on Warren McCulloch and Walter Pitts’s as well Donald Hebb’s ideas 
of computation by neurons from the 1940s. 

Second wave of ANN research and interest in psychology—often termed 
connectionism—after the publication of the parallel distributed processing 
(PDP) books by David Rumelhart and James McClelland (1986), using the 
backpropagation algorithm as a learning rule for multi-layer networks. 

Three-layer network with (potentially infinitely many) hidden units in the 
intermediate layer is a universal function approximator (Kurt Hornik, 1991). 

Non-convex optimization problems during backpropagation training, and lack 
of data and computing power limited the usefulness of the ANNs: 

Universal function approximator in theory, but in practice three-layer ANNs 
could often not successfully solve complex problems.



Fundamentals of Neural Networks (cont’d)

Breakthrough again with so-called deep neural networks or DNNs, widely 
known since the 2012 NIPS-paper by Alex Krizhevsky et al. 

DNN: loose terminology to refer to networks with at least two hidden or 
intermediate layers, typically at least five to ten (or up to dozens): 

1. Massive increase in labelled training data (“the internet”), 
2. computing power (GPUs), 
3. simple non-linearities (ReLU) instead of sigmoids, 
4. convolutional rather than fully connected layers, 
and 
5. weight sharing across deep layers  
appear to be the critical ingredients for the current success of DNNs, and 
makes them the current method of choice in ML, particular in application. 

At least superficially DNNs appear to be similar to the human object 
recognition system: convolutions (“filters”, “receptive fields”) followed by 
non-linearities and pooling is thought to be the canonical computation of 
cortex, at least within sensory areas.



Example: VGG-16

VGG16 by Simonyan & Zisserman (2014); 92.7% top-5 test accuracy on ImageNet
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What changed vision research in 2012?

ImageNet challenge: 1000 categories, 1.2 million training images. 

AlexNet by Krizhevsky, Sutskever & Hinton (2012) appears on the stage, and 
basically reduces the prediction error by nearly 50%:



Recent studies suggest that state-of-the-art convolutional ‘deep’ 
neural networks (DNNs) capture important aspects of human 

object perception. We hypothesized that these successes might be 
partially related to a human-like representation of object shape. 

 

Kubilius et al. (2016), PLoS Comp. Biol., p. 1



… deep neural networks can match or even exceed human-level performance 
in pattern recognition … , and they develop representations that are 

remarkably similar to those found in the mammalian neocortex. These 
observations suggest that something akin to deep learning may, in fact, be 

occurring in the real brain. 

 
C0syne, 2017, Workshop on “Deep learning” and the brain (Day 2)



It is a capital mistake to theorize 
before one has data. 

 
(Sherlock Holmes) 

 

 

 
Arthur Conan Doyle (1891). A Scandal in Bohemia. 

The Strand Magazine, July issue.



Adversarial attacks?

(a) (b)

Figure 5: Adversarial examples generated for AlexNet [9].(Left) is a correctly predicted sample, (center) dif-
ference between correct image, and image predicted incorrectly magnified by 10x (values shifted by 128 and
clamped), (right) adversarial example. All images in the right column are predicted to be an “ostrich, Struthio

camelus”. Average distortion based on 64 examples is 0.006508. Plase refer to http://goo.gl/huaGPb
for full resolution images. The examples are strictly randomly chosen. There is not any postselection involved.

(a) (b)

Figure 6: Adversarial examples for QuocNet [10]. A binary car classifier was trained on top of the last layer
features without fine-tuning. The randomly chosen examples on the left are recognized correctly as cars, while
the images in the middle are not recognized. The rightmost column is the magnified absolute value of the
difference between the two images.

the original training set all the time. We used weight decay, but no dropout for this network. For
comparison, a network of this size gets to 1.6% errors when regularized by weight decay alone and
can be improved to around 1.3% by using carefully applied dropout. A subtle, but essential detail
is that we only got improvements by generating adversarial examples for each layer outputs which
were used to train all the layers above. The network was trained in an alternating fashion, maintain-
ing and updating a pool of adversarial examples for each layer separately in addition to the original
training set. According to our initial observations, adversarial examples for the higher layers seemed
to be significantly more useful than those on the input or lower layers. In our future work, we plan
to compare these effects in a systematic manner.

For space considerations, we just present results for a representative subset (see Table 1) of the
MNIST experiments we performed. The results presented here are consistent with those on a larger
variety of non-convolutional models. For MNIST, we do not have results for convolutional mod-
els yet, but our first qualitative experiments with AlexNet gives us reason to believe that convolu-
tional networks may behave similarly as well. Each of our models were trained with L-BFGS until
convergence. The first three models are linear classifiers that work on the pixel level with various
weight decay parameters �. All our examples use quadratic weight decay on the connection weights:
loss

decay

= �

P
w

2
i

/k added to the total loss, where k is the number of units in the layer. Three
of our models are simple linear (softmax) classifier without hidden units (FC10(�)). One of them,
FC10(1), is trained with extremely high � = 1 in order to test whether it is still possible to generate
adversarial examples in this extreme setting as well.Two other models are a simple sigmoidal neural
network with two hidden layers and a classifier. The last model, AE400-10, consists of a single layer
sparse autoencoder with sigmoid activations and 400 nodes with a Softmax classifier. This network
has been trained until it got very high quality first layer filters and this layer was not fine-tuned. The
last column measures the minimum average pixel level distortion necessary to reach 0% accuracy

on the training set. The distortion is measure by
qP

(x0
i�xi)2

n

between the original x and distorted

6

Szegedy et al. (2014) 



Adversarial examples? (cont’d)

Experiment # Area perturbed Goal Model # Attackers Success rate

1 Entire face Dodging DNN
A

20 100.00%
2 Entire face Impersonation DNN

A

20 100.00%

3 Eyeglass frames Dodging DNN
A

20 100.00%
4 Eyeglass frames Dodging DNN

B

10 100.00%
5 Eyeglass frames Dodging DNN

C

20 100.00%

6 Eyeglass frames Impersonation DNN
A

20 91.67%
7 Eyeglass frames Impersonation DNN

B

10 100.00%
8 Eyeglass frames Impersonation DNN

C

20 100.00%

Table 1: A summary of the digital-environment experiments attacking DNN
A

, DNN
B

, and DNN
C

under the white-box
scenario. In each attack we used three images of the subject that we sought to misclassify; the reported success rate is the
mean success rate across those images.

Figure 3: An impersonation using frames. Left: Actress
Reese Witherspoon (by Eva Rinaldi / CC BY-SA / cropped
from https://goo.gl/a2sCdc). Image classified correctly with
probability 1. Middle: Perturbing frames to impersonate
(actor) Russel Crowe. Right: The target (by Eva Rinaldi /
CC BY-SA / cropped from https://goo.gl/AO7QYu).

glass frames of eyeglasses worn by each subject. With the
exception of experiment 6, the attacker was able to dodge
recognition or impersonate targets in all attempts. In exper-
iment 6 impersonators succeeded in about 91.67% of their
attempts to fool DNN

A

using perturbed eyeglasses. We hy-
pothesize that due to the large number of classes DNN

A

recognizes, the image space between some attacker-target
pairs is occupied by other classes. Therefore, impersonating
these targets requires evading several classification bound-
aries, making impersonation attacks more di�cult.

Fig. 3 shows an example of a successful impersonation at-
tempt using eyeglass frames.

5.2 Physical-Realizability Experiments
As discussed in Sec. 4.3, to physically realize an attack,

we utilize a set of perturbed eyeglass frames, ensure that
the perturbation is smooth and e↵ective for misclassifying
more than one image, and enhance the reproducibility of
the perturbation’s colors by the printing device. To achieve
these goals and impersonate a target t, an attacker finds a
perturbation by solving the following optimization problem:

argmin
r

⇣� X

x2X

softmaxloss(x + r , c
t

)
�
+

1 · TV (r) + 2 · NPS(r)
⌘

where 1 and 2 are constants for balancing the objectives
and X is a set of images of the attacker. The formulation
for dodging is analogous.

In this section we report on experiments for evaluating the
e�cacy of this approach in fooling DNN

B

and DNN
C

under
semi-controlled imaging conditions.

Experiment Description.
The first three authors, whom DNN

B

and DNN
C

were
trained to recognize, participated in the experiments;3 we
refer to them as subjects S

C

, S
B

, and S
A

, respectively. For
each subject we attempted two dodging attacks and two
impersonation attacks—one of each type of attack on each
of DNN

B

and DNN
C

. The targets in impersonation attacks
were randomly selected (see Table 2).
We collected images of the subjects using a Canon T4i

camera. To prevent extreme lighting variations, we collected
images in a room without exterior windows. Subjects stood
a fixed distance from the camera and were told to main-
tain a neutral expression and to make slight pose changes
throughout the collection. While these collection conditions
are only a subset of what would be encountered in practice,
we believe they are realistic for some scenarios where FRS
technology is used, e.g., within a building for access control.
For each subject, we collected 30–50 images in each of five

sessions. In the first session, we collected a set of images that
was used for generating the attacks (referred to as the set
X in the mathematical representation). In this session, the
subjects did not wear the eyeglass frames. In the second
and third sessions, the subjects wore eyeglass frames to at-
tempt dodging against DNN

B

and DNN
C

, respectively. In
the fourth and the fifth sessions, the subjects wore frames
to attempt impersonation against DNN

B

and DNN
C

.
We physically realized attacks by printing the eyeglass

frames with an Epson XP-830 printer on Epson Glossy photo
paper. Realizing these attacks is cheap and a↵ordable; the
approximate cost for printing an eyeglass frame is $0.22.
Once printed, we cut out the frames and a�xed them to the
frames of an actual pair of eyeglasses. Examples of realiza-
tions are shown in Fig. 4.
To find the perturbation, the parameters 1 and 2 in the

optimization were set to 0.15 and 0.25, respectively. The
computational overhead of mounting attacks prohibited a
broad exploration of the parameter space, but we found
these values e↵ective in practice. In addition, we limited
the number of iterations of the GD process to 300.

Experiment Results.
To evaluate DNN

B

and DNN
C

in a non-adversarial set-
ting, we classified the non-adversarial images collected in the
first session. All the face images of the three subjects were

3The fourth author was excluded from the experiments due
to logistical challenges posed by physical distance.

Reese 
Witherspoon 

Russel 
Crowe

Sharif et al. (2016)



Adversarial examples? (cont’d)

(a) (b) (c) (d)

Figure 4: Examples of successful impersonation and dodging attacks. Fig. (a) shows S
A

(top) and S
B

(bottom) dodging
against DNN

B

. Fig. (b)–(d) show impersonations. Impersonators carrying out the attack are shown in the top row and
corresponding impersonation targets in the bottom row. Fig. (b) shows S

A

impersonating Milla Jovovich (by Georges Biard
/ CC BY-SA / cropped from https://goo.gl/GlsWlC); (c) S

B

impersonating S
C

; and (d) S
C

impersonating Carson Daly (by
Anthony Quintano / CC BY / cropped from https://goo.gl/VfnDct).

Figure 5: The eyeglass frames used by S
C

for dodging recog-
nition against DNN

B

.

postors) never occurs, while true acceptance remains high.
Following a similar procedure, we found that a threshold of
0.90 achieved a reasonable tradeo↵ between security and us-
ability for DNN

C

; the true acceptance rate became 92.01%
and the false acceptance rate became 4e�3. Attempting
to decrease the false acceptance rate to 0 reduced the true
acceptance rate to 41.42%, making the FRS unusable.

Using thresholds changes the definition of successful im-
personation: to successfully impersonate the target t, the
probability assigned to c

t

must exceed the threshold. Eval-
uating the previous impersonation attempts under this def-
inition, we found that success rates generally decreased but
remained high enough for the impersonations to be consid-
ered a real threat (see Table 2). For example, S

B

’s success
rate when attempting to fool DNN

B

and impersonate S
C

decreased from 88.00% without threshold to 75.00% when
using a threshold.

Time Complexity The DNNs we use in this work are
large, e.g., the number of connections in DNN

B

, the small-
est DNN, is about 3.86e8. Thus, the main overhead when
solving the optimization problem via GD is computing the
derivatives of the DNNs with respect to the input images.
For N

I

images used in the optimizations and N
C

connec-
tions in the DNN, the time complexity of each GD iteration
is O(N

I

⇤N
C

). In practice, when using about 30 images, one
iteration of GD on a MacBook Pro (equipped with 16GB of
memory and a 2.2GHz Intel i7 CPU) takes about 52.72 sec-
onds. Hence, running the optimization up to 300 iterations
may take about 4.39 hours.

6. EXTENSION TO BLACK-BOX MODELS
So far we have examined attacks where the adversary has

access to the model she is trying to deceive. In general,
previous work on fooling ML systems has assumed knowl-
edge of the architecture of the system (see Sec. 2). In this
section we demonstrate how similar attacks can be applied
in a black-box scenario. In such a scenario, the adversary
would typically have access only to an oracle O which out-
puts a result for a given input and allows a limited number of
queries. The threat model we consider here is one in which
the adversary has access only to the oracle.
We next briefly describe a commercial FRS that we use in

our experiments (Sec. 6.1), and then describe and evaluate
preliminary attempts to carry out impersonation attacks in
a black-box setting (Sec. 6.2–6.3).

6.1 Face++: A Commercial FRS
Face++ is a cross-platform commercial state-of-the-art

FRS that is widely used by applications for facial recog-
nition, detection, tracking, and analysis [46]. It has been
shown to achieve accuracy over 97.3% on LFW [8]. Face++
allows users to upload training images and labels and trains
an FRS that can be queried by applications. Given an im-
age, the output from Face++ is the top three most proba-
ble classes of the image along with their confidence scores.
Face++ is marketed as“face recognition in the cloud.” Users
have no access to the internals of the training process and
the model used, nor even to a precise explanation of the
meaning of the confidence scores. Face++ is rate-limited to
50,000 free queries per month per user.
To train the Face++ model, we used the same training

data used for DNN
B

in Sec. 4.1 to create a 10-class FRS.

6.2 Impersonation Attacks on Face++
The goal of our black-box attack is for an adversary to

alter an image to which she has access so that it is mis-
classified. We attempted dodging attacks with randomly
colored glasses and found that it worked immediately for
several images. Therefore, in this section we focus on the
problem of impersonation from a given source to a target .

Sharif et al. (2016)



Adversarial attacks, random perturbations and generalisation in DNNs

Adversarial attacks show generalisation errors of DNNs—however, only to 
carefully designed stimuli, exploiting the knowledge of the weights and 
gradients in the DNN. 

Data augmentation (re-training) often leads to robustness against a specific 
adversarial attack, but it does not guarantee robustness against adversarial 
perturbations in general. 

Strong argument against DNNs using similar computations as human vision? 

The susceptibility of deep neural networks to adversarial examples exposes 
one of the most striking differences in the sensory decision making of 
humans and machines. (from https://robust.vision/benchmark) 

Human vision suffers from so-called visual illusions, carefully designed 
stimuli, leading the visual system astray—illusions as adversarial stimuli? 

What about generalisation abilities—robustness— of DNNs and humans to 
weak signals and to randomly degraded stimuli rather than carefully 
engineered “freak” stimuli?

https://robust.vision/benchmark/about/
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All images from the training set of 
ImageNet 2012 database. 

To compare human observers to DNNs, a 
categorisation in 1000+ classes at 
different psychological levels is not 
optimal. 

MS COCO database is structured according 
to 91 basic or entry-level categories, 
making it an excellent source for an object 
recognition task using human observers. 

We used MS COCO categories with images 
from ImageNet, mapping, if possible, the 
ImageNet label to a MS COCO entry-level 
category. 

We retained 16 non-ambigious categories 
with 213,555 images.

Images and categories



Three well-known, successful and architecturally different DNNs: 
AlexNet, VGG-16, GoogleLeNet. 

Experimental protocol chosen to allow fair comparison between humans and 
DNNs as models of the human visual system for core object recognition: 

• short presentation time (200 ms) 
• followed by a high contrast 1/f noise mask (200 ms) 
• fast-paced responding (1500 ms, mouse to select one of 16 icons)

DNNs and methods

300ms

200ms

200ms
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Contrast reduction



Geirhos et al. (2017)
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Additive uniform noise
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Simple fix through data augmentation?



Eidolon distortions (maximal coherence)
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Comparison of DNNs against human observers: 
object recognition when signals get weaker

For colour images AlexNet, GoogleLeNet and VGG-16 are better than human 
observers at a 16-category core object recognition task under “feedforward-
only” psychophysical conditions (~96% versus 88% correct). 

Human observers are, however, more robust to: 
1. Contrast reduction 
2. Visual noise (both additive uniform noise as well as random pixel flips) 
3. Eidolon distortions (from maximal to zero coherence)  

Furthermore, confusion difference matrices show that all tested DNNs and 
human observers diverge in their recognition behaviour with weaker signals.



Comparison of DNNs against human observers: 
object recognition when signals get weaker (cont’d)

True for additional experiments exploring image rotations, false colours, 
power spectrum equalisation, phase noise, low- and high-pass filtering: most 
often human observers more robust, always diverging response entropy, i.e. 
differing error patterns when the task gets more difficult (low performance, 
weak signals; Medina-Temme et al., in preparation). 

Claims about strong behavioural—and implied algorithmic—similarities 
between current DNNs and human observers appear somewhat overstated: 
in vision science (current/standard) DNNs are perhaps powerful tools to 
study—rather than models of—the human visual system.



 We show that using non-linearities that include rectification 
and local contrast normalization is the single most 

important ingredient for good accuracy on object recognition 
benchmarks. 

 

Jarrett, K., Kavukcuoglu, K., Ranzato, M. A., and LeCun, Y. (2009). What is the best 
multi-stage architecture for object recognition? IEEE International Conference on 

Computer Vision, p. 2146. 



Thoughts and speculations

i. Local gain control: ubiquitous in all (?) biological sensory system: Normalization 
as a canonical neural computation (Carandini & Heeger, 2012) 

ii. “Hand-crafted” early vision model with only seven free parameters and divisive 
contrast-gain control predicts a lot of vision data (Schütt & Wichmann, 2017). 

iii. Local normalization known to be useful in the context of DNNs (Jarret et al., 
2009; c.f. Ren, Liao, Urtasun, Sinz, Zemel, 2016, arXiv): 
necessary ingredient to achieve more similarity between DNNs and biology? 

iv. Our results show we must go beyond prediction performance when evaluating 
computational models as models of human vision: e.g. response entropy and 
confusion difference matrices. 

v. Striking similar performance of AlexNet, VGG-16 and GoogLeNet when probed 
with weaker signals, despite very large architectural differences: why?
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