
Integrating multi-layered data and prior knowledge into 
machine learning

Katharina Baum, Network-based data analysis
Hasso Plattner Institute for Digital Engineering, University of Potsdam

Spring School „Data Assimilation“, March 22, 2023



2003 2009 2014

Diploma: 
Mathematics

Humboldt 
University Berlin, 

École Polytechnique, 
France

PhD: 
Theoretical 
Biophysics

Humboldt 
University Berlin & 

MDC

Postdoctoral 
researcher: 
Modeling

Max Delbrück Center 
for Molecular Medicine

Senior 
Researcher 

(group leader): 
Machine learning
Hasso Plattner Institute

Postdoctoral 
researcher: 
Networks

Luxembourg Institute 
of Health

2019

Katharina Baum

2020/21
2017



Overview: Network-based data analysis
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■ Develop methods to 
analyze data across layers

■ Draw from and combine
different methods



ML: predictions from 
unstructured data

ML, networks, dynamical models have different 
strengths and weaknesses
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networks (graphs):
capturing interactions

dynamical models:
temporal properties

https://www.flickr.com/photos/speedoflife/
6924482682; Andy Wang
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Informed machine learning von Rueden et al., 2023



Informed machine learning von Rueden et al., 2023, IEEE TKDE

observation 
bias

inductive bias

learning bias

Karniadakis et al., 
2021 Nat Rev Phys
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Prediction task: 
given a disease !, and two drugs - classify the combination of drugs as 
good (approved, 1) or bad (adverse, 0)

"!: $×$ ⟶ {0,1}

Including knowledge by feature engineering
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■ prior knowledge/data 
(1) molecular network: protein-protein interactions
(2) disease proteins
(3) known targets of drugs

■ infer features: distances
()!: ℝ" ⟶ {0,1}

■ prediction with simple 
ML approaches 
(decision tree, SVM,…)

Pauline 
Hiort

molecular network
nodes: proteins, edges: their interactions



Informed machine learning von Rueden et al., 2023 IEEE TKDE

observation 
bias

inductive bias

learning bias

Karniadakis et al., 
2021, Nat Rev Phys

Chart 8



Graph-convolutional neural networks – bringing prior 
knowledge on proximity into ML
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convolution over neighbours in the graph 
instead of over neighbouring pixels

Wu et al, 2020, IEEE TNNLS

Kipf & Welling, 
ICLR 2017

We have a graph , = ., / with . = 0 with adjacency matrix 1
We have node feature vectors 2" of dimension F for 3 = 1,… ,0, 
i.e. an NxF-dimensional node feature matrix $

The update rule for hidden layer l+1 is given by  

with 5($) = $
61 = 1 + 8
9! degree diagonal matrix of 61
:(&) weight matrix of the lth neuronal layer
;(=) nonlinear activation function



Prediction task: 
given a cell line, and a drug –
predict how strongly the cell line 
responds to the drug

Including knowledge by using graph neural networks
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■ drug properties: targets, molecule 
structure, induced differential expression

Pascal 
Iversen!: #×% ⟶ ℝ

■ molecular properties of a cell line + 
number of features
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Including knowledge by using graph neural networks

■ drug properties: targets, molecule 
structure, induced differential expression

■ molecular properties of a cell line

!: #×% ⟶ ℝcell line 
similarity 
graphs

drug similarity 
graphs

features
features



Drug response prediction with similarity graphs
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Ablation study



Informed machine learning von Rueden et al., 2023 IEEE TKDE

observation 
bias

inductive bias

learning bias

Karniadakis et al., 
2021, Nat Rev Phys

Chart 13



Idea: a toolbox for model-informed machine learning

Simulation-based Machine Learning
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co-
supervision 
by Pascal 
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■ Maximilian Kleissl, 
Benedict Heyder,
Lukas Drews, 
Julian Zabbarov 



SIR: susceptible, infected, recovered

Simulation with SimbaML: SIR model
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config:
• ranges or distributions of initial conditions

• ranges or distributions of kinetic parameters
• solver, error, time series or steady state 

• noise, constraints,…

time



Different noise options
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measurement 
errors

intrinsic errors
12
13 3 + 5#

2 3 + 5$ #
6 3 + 5% #
7 3 + 5& #
5' ∼ Ν(0, :()



SimbaML supports ML 
models from 
- Keras, 
- PyTorch Lightning, and 
- scikit-learn.

Machine learning with SimbaML 
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Potential application of SimbaML: model pre-training 
in sparse data situations
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prediction task: time series forecasting of the distribution
parameters for the number of new infections, 2
": 2 ? − 6 ,… , 2 ? → (µ ? + 1 ,… , µ ? + 7 , E ? + 1 ,… , E ? + 7 )

assuming 
x t + k = µ ? + I + ε ? + I
with ε ? + I ∼ L(E ? + I )

Can we supplement the model with simulated 
data from SimbaML?

- simulate time series using an SIR model



Potential application of SimbaML: Determine the best 
ML prediction model

Katharina Baum

Network-based 
data analysis

Chart 19

ordinary 
differential 
equation (ODE) 
model

(Huang & Ferrell 
1996)



Which ML model performs best with 
the given amount of training data?

Potential application of SimbaML: Determine the best 
ML prediction model
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■ synthesize different numbers of 
time series (20 time steps 
length) with SimbaML on the 
basis of the MAPK ODE model

■ train using different ML models

prediction task: time series forecasting of a single observed variable of the system, 2
": 2 ? − 4 ,… , 2 ? → (2 ? + 1 , 2 ? + 2 , 2 ? + 3 )



• examination of effects of different 
assumptions of noise

• explore transfer learning
• benchmark methods of explainability

• assess other informed ML approaches
• role of uncertainty, active learning

Outlook
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In general:
transfer to clinically relevant settings 
(1) personalized predictions
(2) transfer learning approaches
(3) explainable predictions
(4) include additional data 

ICAHN School of 
Medicine at Mount Sinai



Thank you!
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